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Securing the Internet of Things: a global
overview of a global challenge
Albert Yuen and Erica Chan GILBERT + TOBIN

Introduction
Last year, Internet of Things (IoT) devices officially

began to outnumber the world’s human population.1

While connecting devices to the internet is not a new

thing, the scale of the IoT is changing our relationship

with data. In addition, greater attention has been given

recently to the development and use of IoT devices and

services to ensure they consider privacy and security

issues. However, regulatory approaches and standards

relating to privacy and security issues of IoT devices

have varied. With Australia’s new mandatory data breach

regime2 and the European Union’s (EU) new and

border-crossing General Data Protection Regulation

(GDPR)3 having come into effect recently, now is an

important time for Australian companies to assess their

strategy around privacy, security, the IoT and the global

position on the IoT.

Key takeaways

• The proliferation of IoT devices and service adop-

tion by corporates and consumers have heightened

concerns around consumer privacy and security.

As there is increased use of IoT data, corporations

face challenges in managing, transmitting and

sorting these huge volumes of data securely as

well as meeting privacy challenges raised by IoT

devices, including where data is collected in a

“passive” way (eg, through monitoring devices

such as mobile apps).

• While Australia principally regulates the IoT through

Australian privacy laws, consumer laws, and industry-

specific laws and codes for IoT providers, there

aren’t any specific IoT-focused regulatory regimes.

This is generally similar to the IoT regulatory

approach in major jurisdictions worldwide.

• There are many initiatives underway in Australia

and overseas to formulate guidelines, industry

codes and areas of good practice for the supply

and use of the IoT and other data-driven services.

Industry-led initiatives within Australia and glo-

bally have provided good frameworks for under-

standing the best approach to how IoT regulation,

principles, guides and codes are developing. As

such, this article aims to take a global stocktake of

key markets in how they deal with IoT privacy and

security issues. All companies, especially those

looking to operate internationally, should consider

the increasing consumer concern, different regula-

tory regimes and industry initiatives when devel-

oping their IoT privacy and security strategies.

Key IoT privacy and security challenges

What is the Internet of Things?
The IoT can be defined simply as “the networking of

physical objects connecting through to the Internet”4 and

each other. However, this definition belies the increasing

complexity and impact of the IoT. We can find a more

powerful metaphor from Kevin Ashton, known as the

“father of IoT”, who has compared the IoT to the human

nervous system.5

It’s a surprisingly apt comparison. Firstly, it reflects

the incredible scale of the IoT and its connections:

research firm Gartner predicts that by 2020, we will have

approximately 20.5 billion IoT devices.6 Secondly, it

gives us a useful perspective of the IoT in practice. After

all, like our own nervous systems, IoT devices are

constantly collecting and transmitting information to be

used in analysis and decision-making.7

Lastly, just like our nervous systems, the IoT is open

to serious attack. The connectivity and number of IoT

devices mean that breaching the security of a single

device can infect every single other device in the

network, allowing criminals to launch distributed denial-

of-service (DDoS) attacks to steal data or bring down

online services.8

The power and disruptive promise of the IoT is the

exponential scale of its data. As the number of devices

capable of internet connectivity increase, and as IoT

device manufacturing, connectivity and data costs are

reduced, there is an unprecedented scalability of IoT

solutions. However, the proliferation of data collection,

storage and transmission and use from the IoT also
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raises increased concern about privacy and security

risks, as well as consumer confidence around the IoT

design process. Together, these elements of the IoT

showcase the primary challenges that our increasingly

connected world poses: protecting privacy and securing

the IoT.

The challenge of consumer privacy
The everyday use of IoT devices is inescapably

eroding individual privacy. To demonstrate this, journal-

ist Kashmir Hill recently converted her apartment into a

“smart home” to run a privacy experiment with her

colleague Surya Mattu.9 Hill bought a number of IoT

devices, including a smart bed, a smart television, smart

lights, and even a smart coffee maker. Mattu used a

router to capture all of Hill’s IoT device activity. Only a

few months of monitoring revealed a treasure trove of

data. For example, Mattu could track exactly when

family members were going to bed and when they left

the apartment through their smart lights and Amazon

Echo. Mattu also found that Hill’s smart television was

collecting second-by-second information about every-

thing the family watched, from commercials to DVDs,

and selling that data to advertisers.

Hill’s article describing her IoT and privacy experi-

ment touched a nerve. In the flood of commentary

following it, many raised concerns that none of this

information is necessarily recognised as “personal infor-

mation” and protected by privacy laws. That’s certainly

true in Australia, where the Full Federal Court held last

year that metadata — even location data allowing

companies to track where individuals live and how they

go to work — is not necessarily personal information

unless it passes the threshold question of whether it is

directly “about” an individual.10 Companies providing

or utilising IoT devices or services will need to be fully

compliant with the law (including managing Australian

Consumer Law (ACL) issues around any defective IoT

devices, with indications that Australian regulatory bod-

ies are determined to ensure consumer laws keep pace

with developing technologies such as the IoT)11 and

need to carefully manage these risks, including running

afoul of consumer ire and public activism.

The challenge of security
The second challenge of the IoT is security. IoT

devices often have many vulnerabilities, including prob-

lematic infrastructure, improper authentication mecha-

nisms and lack of encryption, resulting in the well-

founded fear that IoT devices are the greatest threat to

individual security today.12

Companies face another level of complication. In her

experiment, Hill ran into an unforeseen problem: com-

patibility. To run all of her devices, she had to download

14 different applications, and not all of her IoT devices

were compatible with each other.

For Hill, this was frustrating. But at a business level,

it means that companies that manufacture, supply, or use

IoT devices are finding themselves in an increasingly

complicated supply chain with multiple parties, ranging

from data analytics providers to third-party software

developers.

The first wave of IoT commercialisation saw vendors

trying to provide end-to-end solutions to cut down on

such complexity. However, the consumer-driven market

has led to more fractured, mix-and-match, and multi-

vendor approaches. For our clients, we have seen that

these approaches provide both customisation and chal-

lenges, including:

• determining data breach liability and response

management between multiple vendors

• managing clashing privacy policies and data prac-

tices in coordinating critical responses to data

breaches

• the reality that the privacy and data security of the

whole supply chain is only as strong as its weakest

link, which may be a subcontractor in another

jurisdiction

Such challenges show that there needs to be renewed

focus on user preferences and the IoT design process

relating to a user’s awareness of the collection, process-

ing, use and transmission of information (including

potential personal information) in IoT solutions.13

The global IoT privacy and security landscape
Faced with both the inherent insecurity of IoT devices

and the complex commercial relationships surrounding

them, it is no wonder that Gartner has predicted that

worldwide spending on securing the IoT will reach

$1.5 billion this year.14 Such expenditure is a sign of

how the landscape has shifted to meet the monumental

privacy and security challenges of the IoT. Only a short

time ago, it was a common lament that consumers either

were not aware of, or simply did not care about, how

using technology affected their privacy. That is no longer

the case. The Economist Intelligence Unit recently

released a report showing that 92% of global consumers

surveyed wanted to control the scope of automatic

collection of personal information and 92% wanted

heavy punishments for companies that violated their

privacy.15 Recent and well-publicised privacy scandals

involving Facebook and Cambridge Analytica have

certainly contributed to such views.

In response, governments and industry organisations

around the world are taking a number of different

approaches.
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Australia
Australia currently has no specific legislation which

specifically regulates the IoT. Instead, the IoT in Aus-

tralia is governed under privacy legislation (as it relates

to the collection, storage, use and transmission of

personal information or “sensitive information” of indi-

viduals), and the ACL (as it relates to the use of IoT

products and services for domestic consumer pur-

poses).16 The use of IoT devices in certain industries

may also fall under regulation, such as the Telecommu-

nications (Interception and Access) Act 1979 (Cth)

requiring telecommunications companies to retain cer-

tain data for 2 years. The Office of the Australian

Information Commissioner (OAIC) has also recently

published guidance to assist organisations to identify

and take steps to address privacy issues related to data

analytics, including the use of the IoT.17

The responsibility for direct regulation of the IoT

seems to have shifted to industry, with the IoT Alliance

Australia (IoTAA), the peak Australian industry body

for the IoT, leading the charge. Its work includes the

introduction of an IoT device security certification and

the publication of the “Internet of Things security

guideline” and “Good data practice: a guide for business

to consumer Internet of Things services for Australia”,

the latter of which aims to assist suppliers of IoT

business to consumer (B2C) devices and services to

design fair and appropriate privacy and security features

to promote take-up, confidence and acceptance by Aus-

tralian consumers of IoT services and devices.18 Inde-

pendent body Standards Australia has also kept Australia

in touch with international movements on the IoT in its

position on the International Organization for Standard-

ization (ISO) and the International Electrotechnical

Commission’s (IEC) IoT subcommittee around the devel-

opment of global standards.

However, the Australian Government has recently

announced a 4-year plan to overhaul data regulation,

including establishing a National Data Commissioner19

and new Consumer Data Right (CDR) legislation aimed

at providing consumers with open access to and control

of their personal data.20 While the draft legislation has

not yet been released, the intent of the CDR appears to

mirror the EU’s GDPR in many ways. By prioritising

data transparency and consumer control, such legislation

will necessarily have an impact on businesses manufac-

turing, supplying and using the IoT.

US
In contrast to Australia, the US has introduced

multiple Bills aimed at regulating the IoT, including the

Developing Innovation and Growing the Internet of

Things (DIGIT) Act S 88 (US) and the Securing the

Internet of Things Act of 2017 (US).21 Much of this

legislation has stalled; however, the debate continues

about the best path forward. Outside of legislation, the

government has also implemented other cybersecurity

initiatives. The Federal Communications Commission

(FCC) has approved new rules impacting how IoT

equipment suppliers conduct their businesses.22 The

Federal Trade Commission (FTC) has also taken enforce-

ment action against IoT providers, including taking

D-Link Corporation, one of the largest manufacturers of

IoT products, to court.23 Moreover, the National Insti-

tute of Standards and Technology (NIST) has released

several reports and recommendations on the IoT, includ-

ing in relation to cybersecurity standards and a draft

IoT-Enabled Smart City Framework around interoper-

ability.24

Nevertheless, even in the US there has been some

reticence around regulation, with NIST officials making

clear statements that such standards are voluntary and

insisting the private sector take the lead on adoption.25

Europe

With the introduction of the GDPR, Europe has

cemented its position as having the strongest data

privacy framework worldwide. The GDPR is aimed at

protecting the personal data of EU residents, and sets out

significant penalties for companies in breach. Europe

has also had an independent European Data Protection

Supervisor for many years that provides monitoring and

advice around protecting personal information and the

impact of new technology such as the IoT.26 Addition-

ally, in November last year, the European Parliament

introduced the “objective conformity criteria” aimed at

regulating IoT device manufacturing, interoperability

and trade.27

However, even in Europe there is continued uncer-

tainty about how best to regulate privacy and the IoT. At

this year’s Computers, Privacy and Data Protection

(CPDP) conference, a European Parliament member

argued that law enforcement should never have access to

certain types of data, and that states should never

mandate IoT data retention. Such a stance may lead to

conflict with the EU’s Police Directive, which governs

information collected in a criminal investigation. Some

have also criticised the apparent disconnect between

Europe’s strong privacy laws and the stance of some

reports from bodies such as the IoT Security & Privacy

Workshop and the European Commission’s Digitising

European Industry framework, both of which appear to

focus more on IoT standardisation and network capacity

as challenges to advancing the IoT in Europe.28
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Asia
If Europe is at the forefront of IoT regulation, then

Asia is at the forefront of IoT adoption. A recent

Vodafone survey revealed that 36% of Asian companies

use IoT devices, with 77% seeing IoT as mission-critical

to their business. Interestingly, the survey revealed

general optimism about the IoT and security, with 86%

of respondents seeing security as an enabler of the IoT

and 83% claiming to have adequate skills to manage IoT

security.29

The IoT is also incredibly important in Asia from a

governmental perspective. Singapore and Hong Kong

have invested heavily in IoT-connected “smart cities”,

and many Asian countries are the world’s primary IoT

device manufacturers. This is reflected in government

policy. Singapore has been particularly vocal about the

importance of open IoT standards to prevent entrapment

by suppliers’ “walled gardens”, and has published four

open IoT standards relating to public area sensor net-

works, smart homes, interoperability, and IoT reference

architecture.30 In addition, China’s Cybersecurity Law,

which took effect in June last year, focuses heavily on

individual data privacy protection.31 While the exact

scope of the law is yet to be tested, it seems that many

businesses that operate IoT infrastructure within China

are considered network operators or part of a “critical

information infrastructure”, subjecting them to addi-

tional regulation.32

What next
An overview of different global approaches to IoT

privacy and security reveals a number of patterns. The

first is that there is a general awareness of the IoT’s

benefits, threats and challenges at every level, from

government to enterprise to individual consumers.

Secondly, there is a clear tension between consumer

distrust in industry self-regulation and government fear

of slow-moving laws stifling innovation. Lastly, a strong

global consensus is emerging around the importance of

adopting open global standards designed to increase

both security and interoperability, although how such

standards will interact with different regulatory regimes

remains to be seen.

In such an environment, there will be no businesses

left unaffected by the IoT and its privacy and security

challenges. Consequently, every company needs to stay

abreast of the developing legal, industry and commercial

landscape and take a holistic perspective around their

security and privacy strategies. It is no longer enough to

simply do your best to comply with applicable regula-

tions and have an up-to-date privacy policy. Businesses

will increasingly need to navigate the risk positions,

applicable regulatory and quasi-regulatory/industry frame-

works, and privacy policies of their partners, suppliers,

subcontractors and customers. In short, our clients will

need to increasingly take a global perspective on the

global opportunities and challenges posed by the IoT.
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Watch out for spit parties: privacy questions
about recreational genomics
Dr Bruce Baer Arnold UNIVERSITY OF CANBERRA

Abstract
This article looks at the privacy aspects of recre-

ational genomics, an emerging industry in which con-

sumers gift or sell genomic data to find an association

with ancestors or identify supposed susceptibility to

genetic disorders. Salient privacy concerns include gift-

ing of data that encompasses biological relatives and the

use by law enforcement agencies of large-scale private

sector genomic databases.

Introduction
May 2018 saw practitioner and media coverage of the

Australian Health Department’s belated announcement

regarding arrangements for people to opt out of aspects

of the national My Health Record (MyHR) medical data

scheme. Outside of the tabloids, there was less coverage

of an incident in the US involving what has been

variously dubbed recreational genomics or direct-to-

consumer genetic testing. In that incident, law enforce-

ment personnel accessed a large-scale private sector

genomic database in order to target the identity of a

serial killer. This article offers an introduction to recre-

ational genomics and highlights privacy issues for Aus-

tralian legal practitioners and consumers.

Salient points for practitioners are:

• After a somewhat rocky childhood, the recre-

ational genomics sector is maturing and we will

see increasing participation by Australian consum-

ers.

• The leading services are located overseas and

there are questions about the effectiveness of

privacy protections for Australian consumers.

• The particular characteristics of genomic data

mean that data collection, processing and storage

pose challenges that may be qualitatively different

to that of credit card and other financial data.

The genomics genie
Over the past 50 years, researchers and clinicians

have increasingly been able to read what some scientists

dub “the book of life”, ie the genetic code found in all

humans and other animals.1 That code can be identified

using tools that are increasingly becoming more reliable,

faster and cheaper, particularly where a factory-style

system deals with data from very large numbers of

people. The code can be expressed in ways that are

readily sorted by computers and associated with demo-

graphic or other data such as age, gender, lineage and

medical history. The expectation is that a large-scale

database — covering millions of people or even a whole

population — will provide useful information. Such

information might for example provide the basis for the

personalised medicine, including individual-specific phar-

maceuticals, that is attracting major public/private sector

funding overseas. Gaining useful information is a chal-

lenging task, because although we can identify the

genomic code — put simply, we can read the letters —

we cannot comprehensively understand what the words

formed by those letters always mean. Researchers,

unlike some policy advocates and journalists, will accord-

ingly often caution that correlation is different to causa-

tion, that lifestyle (or exposure to particular harms such

as nicotine) may be as significant as a particular gene or

set of genes, and that care should be taken in interpreting

genomic data. Put simply, we read but do not necessarily

understand the book of life; DNA is not necessarily

destiny.2

There has been understandable excitement about the

potential of genomic research, consistent with the faith

in science fostered by achievements over the past

century. That excitement, alongside ongoing reductions

in the cost of genomic data processing and the perceived

benefits for investors in the emerging biotech economy,

has fostered the emergence of recreational genomics.3

Organisations in that sector operate globally on a com-

mercial or not-for-profit basis, targeting consumers in

advanced economies such as Australia (unlike past

bioprospecting initiatives such as the controversial “vam-

pire project” that gathered samples from indigenous

people in the Third World).4 Their operation raises

questions about the capacity of health and other regula-

tors across and within jurisdictions. Saliently, it raised

questions about consumer understanding and recourse if

there is a disregard of privacy.
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Spit, ancestors and ailments
Devices for identifying genomic code are expensive

and high-tech, although becoming cheaper and thus

found in a range of locations apart from criminal

forensics laboratories and leading research institutions.

Recreational genomics is founded on the simplicity of

data collection and omits any referral by or consultation

with a consumer’s general practitioner.

It does not require a consumer to visit a laboratory in

person, experience the pain many people associate with

giving a blood sample or even visit a health practitioner.

Instead all that is required is that each consumer

painlessly and conveniently uses a swab to scrape a few

cells from inside their mouth, with that buccal swab

being placed in a test tube sized container that is mailed

to the genomic service provider along with payment.

The sample, once received by that provider, is processed

as a genetic code and added to a database that contains

the code from other contributors, typically people located

across the globe. The contributor of the sample receives

a report online or in hard copy. Typically that consumer

also has access to raw data that can be downloaded for

provision to another entity or shared through an “open

DNA” site such as GEDMatch.

Some service providers such as AncestryDNA5 and

Family Tree DNA are associated with genealogical

businesses or not-for-profits, promoting their “family

finder” or “relative finder” services as a way of estab-

lishing affinity with biological relatives over many

generations and making links with figures such as

Elvis Presley, Bill Clinton or Queen Elizabeth.6 Such

“ancestral” services are gathering data from large num-

bers of participants, both because it can be entertaining

to know that you are a distant relative of people who are

famous or infamous and because there is a sense that

research associated with bodies such as the US National

Geographic Society will advance knowledge.7 Other

services are associated with insurers. In 2010 for example,

Australian insurer NIB faced criticism for offering its

customers access to discounted genomic profiling ser-

vices provided by US-based Navigenics.

Recent years have seen the emergence of more

overtly commercial services. Two of the most prominent

are 23andMe (drawing on participants in Australia,

Europe and North America)8 and deCODE (which

sought to map the genes of everyone in Iceland).9 There

have been services operating out of Bulgaria, Singapore,

India and other locations. We will presumably see

services operating out of China, given the emphasis

placed by the government of the People’s Republic of

China on investment in biotech.10

US-based 23andMe gained publicity for so-called

spit parties — publicity events at which celebrities drank

wine, ate canapés, mingled with other glitterati and

provided their buccal swabs to the organisers. The

company has encountered difficulties with US regulators

(discussed below) but has attracted participants from

across Australia and is likely to do so in future. It is

perhaps the most prominent example of recreational

genomics, building a large database with a global spread

and providing reports directly to the consumers without

mediation by a general practitioner, other clinician or

medical institution. Those reports may be misinterpreted

by some readers, at worst resulting in self-harm by

consumers who misunderstand risk and believe that

DNA is destiny.

There is disagreement about the business model/s

underlying overtly commercial recreational genomics.

With sufficient scale, there appears to be scope for

business to be profitable merely by processing samples,

converting them to data and providing consumers with a

report that offers broad information about affinities and

offers some analysis about genomic attributes, for example

correlations between specific genes and the claimed

likelihood of particular ailments. We can think of that

reporting as a grandchild of traditional actuarial tables

with which insurers have identified risk and forecasted

probable lifespans on the basis of an individual’s con-

sumption of tobacco and alcohol, and occupation. As

with such tables, the bigger the database, the more the

prediction is likely to be accurate, and consumers might

alter their behaviour and thus mitigate risk on receiving

a report.

There has however been speculation that the genom-

ics corporations are ultimately less interested in provid-

ing reports to consumers across the globe and are instead

seeking to build a very detailed and large-scale reposi-

tory of genomic data that could be mined by pharma-

ceutical businesses and other entities. The value lies in

the scope and scale of the data that is collected rather

than in making money by entertaining consumers at

around $99 per head. It is unclear whether most con-

sumers have much sense of what might be done with

data from buccal swabs they have provided, whether

there are any risks regarding data security (despite

publicity in the US about data breaches involving clinics

and health service organisations), and whether they have

remedies under contract or consumer protection law.11

From a regulatory perspective, we can differentiate

recreational genomics from data collection and provi-

sion associated with leading research institutions. Aus-

tralia’s world-class Garvan Institute of Medical Research

has for example invited people to “explore your genome”

and in May 2018 launched a GoExplore initiative in

which the fee ($4400) is more than 20 times that of the

recreational sector, referral by a general practitioner is
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required, data is handled within Australia, expert advice

is provided by specialists, and practice is bounded by

Australian clinician/research codes.

Genomic big data
Law enforcement agencies embraced DNA technolo-

gies well in advance of the emergence of the direct-to-

consumer genomic testing sector. Forensic genomic

databases have been so normalised as to be taken for

granted. Most legal practitioners are familiar with the

existence of criminal forensic databases, whether through

discussion during their legal education (for example as

part of crime and evidence law units) or along with the

population at large as part of depictions in popular

culture such as the CSI television series or novels in

which a telltale drop of blood identifies the rapist,

murderer or burglar.12

Perhaps unsurprisingly, there have been calls for

mandatory or voluntary provision of DNA on a popula-

tion scale to quickly identify criminals, reduce identity

crime or even allow the speedy identification of victims

after a terrorist incident. Those calls are an echo of

proposals for whole of population fingerprinting that

were criticised as disproportionate and potentially mis-

used. In Australia, we are accustomed to DNA collection

from criminal suspects, with collection and data match-

ing founded on statute law and akin to the provision/

matching of fingerprints. There has not been support in

Australia for mandatory data collection such as that

announced in the Middle East in recent years. Dubai for

example indicated in February 2018 that all residents

(starting with nationals) would be profiled for health

purposes, albeit there is some uncertainty about access

by intelligence services. A Kuwait counterterrorism

statute in 2015, following a terrorist bombing, required

data collection from 2.9 million foreign residents and

1.3 million citizens alike, with imprisonment as a

sanction for noncompliance.

Proponents of such schemes typically argue that they

are imperative for national security or law enforcement,

that people who have nothing to hide have nothing to

fear, and that — akin to the construction of population-

scale facial biometric databases through for example

passport and driver registration schemes — they are

benign because provision of a buccal swab is less

invasive than providing a blood sample. A response from

critics is that mass collection is disproportionate, is not

necessarily effective and poses risks regarding data

security. It is axiomatic, for example, that a person can

change their identity number, name, credit card/bank

number, citizenship or even gender but cannot change

their genome. It is potentially an immutable identifier, an

indelible genetic fingerprint.

Matching a murderer
Where does recreational genomics come in? Earlier

this year, US police identified alleged rapist and serial

killer Joseph DeAngelo by conducting searches on the

GEDmatch genomic open data site.13

That site has hitherto attracted little scholarly atten-

tion from the legal and law enforcement communities,

instead being known among genealogists. GEDmatch is

not a government database and is not operated by a

research institution. It accepts genomic data from people

who have tested with AncestryDNA, Family Tree DNA

and 23andMe. Those people assume responsibility for

uploading data about themselves for sharing with others

who have an interest in social connection, ie building

family trees by matching data that identifies people who

are known to be biological relatives and those who are

not known.

The police used GEDmatch without a need for a

warrant under state or federal law. It appears that any

entity could do so. The searches enabled them to identify

DeAngelo with sufficient certainty to persuade the court

to order a test that appears to have directly matched

archived crime scene samples. In essence, using a

genomic open data tool offered a mechanism for solving

a cold case.

On that basis we can expect to see media coverage

and litigation in the US about access to genomic open

data resources and to proprietary genomic databases

maintained by corporations such as 23andMe. We can

also expect to see controversy in Australia about court-

authorised access to Australian genomic databases.

Fuzzy privacy, weak consumer protection?
From a privacy perspective, the salience of recre-

ational genomics lies in biological relationships. There

is some commonality between biological relatives; your

genetic profile for example has much of the same

genomic data as that of your biological parents, siblings

and offspring. You might accordingly be identified with

varying degrees of precision using data that relates to

those relatives. That identification might allow infer-

ences about your appearance or your susceptibility to

particular disorders, irrespective of whether those disor-

ders have become manifest and irrespective of whether

you wish to privately acknowledge or publicly disclose

them.

Research over the past decade has accordingly high-

lighted a range of questions for legal practitioners,

ethicists and policymakers. One question is the accuracy

of the testing,14 with for example claims that the quality

of processing in some Eastern European facilities is

egregiously low and that some services verge on being

fraudulent. There has not been significant action by
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consumer protection agencies at the national level or by

disgruntled customers, perhaps because there wasn’t

major reliance on the tests or because consumers were

unaware that consumer law offered a meaningful rem-

edy.

It is important to recognise that dominant service

providers offer different tests and may well provide a

specific consumer with somewhat different results. Regu-

lators have expressed concern about what might be

considered to be diagnostic services outside a conven-

tional regulatory framework that encompass registration

and supervision of health service providers alongside

certification of clinicians and adherence to formal research

codes. There is no global Genomic Data Right, unsurpris-

ing given the late establishment of the finance/utilities

sector of the Consumer Data Right announced in Aus-

tralia in May 2018. There is disagreement about genetic

discrimination frameworks.15 Calls for a global Genomic

Privacy Convention (akin to the European General Data

Protection Regulation discussed in recent issues of this

bulletin) have gained little traction and are often opposed

as contrary to the achievement of social goods through

advancement of health research.16

A convention is of interest because the Australian

Constitution is silent about privacy and makes no

mention of the genome. The Commonwealth under its

external affairs, posts and customs heads of power has

scope to shape consumption of recreational genomic

services. Its emphasis for the moment appears to be

investment in genomics research (notably the

$500 million Australian Genomics Health Futures Mis-

sion announced in May this year, similar to larger

initiatives in the UK and the US) and public education

campaigns.17 The effectiveness of education is uncer-

tain, given the respect we owe to life science researchers

and the willingness of leading geneticists to share their

genomic samples.18

Education is significant because unconsidered shar-

ing of genomic data is not caring but is not actionable.

Put simply, there is no restriction on a relative gifting or

selling a sample — a skin scraping, blood or saliva —

from their own body to a genomic service provider. It is

their property, not yours, even though it might offer a

view of you, potentially a view contrary to your values

about disclosure.19 It can be converted into data that is

an asset of a corporation and over which neither the

consumer nor you have much control outside the typi-

cally expansive terms and conditions used by the service

provider to limit corporate liability and assert corporate

rights.

Such unilateral sharing without your authorisation

and indeed without your knowledge, given that there is

no requirement to alert you that a biological relative has

participated in a recreational genomic program, is poten-

tially significant because recreational genomic services

are currently based overseas. Australian consumers are

perforce reliant on an understanding of contractual

provisions regarding the sale/gifting of samples (inef-

fective if your client was not the individual providing

that sample), trust that the service will meet contractual

obligations and remain in a position to meet obligations

(are all bets off if the service is liquidated or its trove of

data is acquired?), and hope that overseas regulators

such as the US Food and Drug Administration or Federal

Trade Commission have both the power and interest in

policing inadequate practice. The increasing body of

knowledge about the feasibility of re-identification of

what was claimed to be adequately anonymised health

data should pose cautions,20 as should controversy over

initiatives such as the UK care.data program.21

Locally it’s unclear whether the Office of the Austra-

lian Information Commissioner has the technical skills

and the willingness to look beyond traditional stakehold-

ers, in essence its regulatory capture by medical research-

ers that is sufficient to offset indifference on the part of

the Therapeutic Goods Administration and the impera-

tives that drive the National Health and Medical Research

Council.22

There is value in the emergence of an Australian

direct-to-consumer genomic service sector, one that is

globally competitive on the basis that it both embodies

technical best practice (in contrast for example to past

services in the former Soviet bloc) and recognises

concerns regarding genomic privacy. There is no simple

solution that will effectively address tensions regarding

access to bulk/individual data, meaningful consent by

those people who sell/gift samples, and respect for the

dignity in terms of autonomy of those people who will

be tacitly mapped through the action of their relatives. It

is difficult for example to conceptualise a right to

genomic obscurity outside action by governments to

require both de-identification of genomic data about

yourself and family members and enforcement of stron-

ger standards to significantly inhibit data breach.

A starting point for engagement by leading law firms

with such questions and shaping of practice frameworks

for the coming biotech century is a recognition that

genomic data is special: the book of life is more valuable

and less tractable than the book of telephone numbers or

the electronic folders of bank account details that were

apparently misplaced by the Commonwealth Bank 2 years

ago.
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Is the repeal of US privacy regulations a victory
for digital advertising?
Richard Newman HINCH NEWMAN LLP

Privacy and data security-related issues have received

a significant amount of attention recently, particularly as

it pertains to the Federal Trade Commission’s (FTC)

enforcement of unfair or deceptive practices involving

the collection and use of consumers’ information. Jux-

taposed with US regulators’ continued efforts to aggres-

sively pursue privacy violations across a wide range of

industries, including those that involve children and the

Internet of Things, is the new administration’s lessening

of restraints on sharing personal information.

Against this backdrop, Obama-era privacy rules passed

in 2016 by the Federal Communications Commission

(FCC), which were intended to provide internet users

with greater control over how service providers could

use personal data, were repealed in April 2017. The 2016

rules required, amongst other things, that internet ser-

vice providers (ISPs) have express permission from their

customers prior to sharing certain personal information

with third-parties, including third-party marketers. Such

personal information includes, without limitation, loca-

tion data, browsing history, app usage, geolocation data,

financial data and health information.

Not surprisingly, the resolution has received an enor-

mous amount of backlash from Democrats, civil liberties

groups and other advocates of online rights. It has also

received support from telecommunications companies

that believe the repealed privacy regulations — that

never went into effect — would have unfairly restricted

broadband providers’ ability to compete with tech com-

panies that serve targeted advertisements without the

same privacy framework.

The regulations were repealed pursuant to the Con-

gressional Review Act (US) (CRA), a tool that permits

Congress to repeal regulations if a joint resolution is

passed by both the House and Senate, and signed by the

President. Simply stated, the CRA provides Congress

with the ability to revoke recently enacted regulations

adopted under the prior administration. The significance

of the CRA does not lie solely in the mechanism it

provides to repeal federal regulations. Rather, the CRA

also prohibits federal agencies from enacting substan-

tially similar regulations in the future.

FCC Chairman Ajit Pai has stated that he believes the

privacy rules passed in the final days of the Obama

administration were designed to benefit one group of

favoured companies, not online consumers. He has also

stated that the FTC, not the FCC, should police such

data use.

Consequently, the repeal has shifted regulatory power

back to the FTC. The FCC and FTC have also recently

announced the intent to enforce uniform privacy rules

consistent with FTC guidance, including those pertain-

ing to transparency and the implementation of reason-

able data security measures. The agreement to coordinate

online consumer protection efforts and enforcement

responsibilities outlines the process by which the FCC

and FTC will seek to safeguard the public interest.

As stated by Chairman Pai: “Instead of saddling the

Internet with heavy-handed regulations, we will work

together to take targeted action against bad actors.” The

FTC has also made clear its commitment to “ensuring

that Internet service providers live up to the promises

they make to consumers”.1

It is anticipated that the FCC and FTC will work

together to protect consumers by, without limitation,

reviewing informal complaints concerning ISPs, includ-

ing the accuracy of disclosures that they provide to

consumers and other unfair practices involving network

management practices, performance and commercial

terms of service.

ISPs remain subject to statutory privacy provisions,

including state laws that govern privacy and breach

notification. However, privacy and consumer advocates

believe that broadband providers are now licensed to

collect browsing histories and other personal data and

sell them to third parties for marketing purposes with

very little regulatory oversight or fear of enforcement.

Privacy advocates also criticise the regulatory para-

digm shift on the basis that major ISPs’ informal pledges

not to sell customers’ individual internet browsing

information are merely voluntary, at best; that there are

no assurances that ISPs will decide to implement con-

tractual privacy protection. Criticism is also based upon

the FTC’s broad enforcement, not rule-making authority.
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The prevailing view is that the resolution is a signifi-

cant victory for the digital advertising and telecom

industries, as well as tech innovators. ISPs such as

AT&T Inc, Comcast Corporation and Verizon Commu-

nications Inc are believed to possess voluminous data

about users, including anonymised profiles, and are able

to provide highly customised advertisements. However,

it is too soon to know just how valuable data collection

may be for ISPs.

Ironically, repeal of rules that would have provided

US consumers with greater control over the use of their

data coincides with the implementation of regulations

governing the use of personal data belonging to citizens

of the European Union, effective as of 25 May 2018. The

General Data Protection Regulation is specifically designed

to protect the privacy of European Union citizens by

giving them the ability to dictate how their information

is collected, processed, managed and stored. The fore-

going rights include, without limitation, the right to

explicitly consent to how their personal data is utilised

and the right to have such use discontinued.

Simultaneously, in an effort to encourage free mar-

keting competition, the FCC has reversed the Obama-era

net neutrality rules enacted in 2015. The “Restoring

Internet Freedom Order” reclassifies broadband internet

as an “information service”, thereby subjecting it to

lightened regulation outside of the FCC’s authority.

Restrictions that previously barred ISPs from block-

ing, throttling or prioritising data speed have been lifted.

The order also requires ISPs to publicly disclose accu-

rate information regarding network management prac-

tices, performance characteristics and commercial terms

of its broadband services sufficient to enable consumers

to make informed choices regarding the purchase and

use of such services and entrepreneurs and other small

businesses to develop, market and maintain online

offerings. The disclosure must be made via a publicly

available and easily accessible website or through trans-

mittal to the FCC.

The repeal is yet to take effect. The order must first be

approved by the Office of Management and Budget

following an assessment of ISP web traffic disclosure

obligations. The FCC will then publish another notice in

the Federal Register announcing the effective date.

Many believe that the delay is a stalling tactic

designed to place more pressure on Congress to pass a

new net neutrality law.

Net neutrality proponents believe that ISPs should be

freely permitted to control how information is accessed.

Conversely, critics such as many in the digital marketing

industry believe that granting ISPs the ability to prioritise

content speed will tilt the playing field in favour of tech

giants and harm the ability of small businesses to

compete in the global marketplace.

FCC Commissioner Jessica Rosenworcel, a Demo-

crat who voted against repeal, stated:

This is profoundly disappointing.
The agency failed to listen to the American public and gave
short shrift to their deeply held belief that Internet openness
should remain the law of the land. The agency turned a
blind eye to serious problems in its process — from
Russian intervention to fake comments to stolen identities
in its files.2

The Restoring Internet Freedom Order pre-empts

states from adopting more stringent ISP-specific legis-

lation or regulations. In March, however, Washington

became the first state to pass legislation prohibiting ISPs

from prioritising different types of website traffic.

Governors of Montana, New Jersey, New York and

Vermont have also signed net neutrality executive orders.

Additionally, a California Bill that seeks to impose

strict net neutrality requirements was recently approved

by a Senate Judiciary Committee. It seeks to ban

throttling and paid data-cap exemptions. The Bill requires

approval from the Senate Committee on Appropriations,

the state Senate and Governor Jerry Brown.

A coalition of state attorneys-general has also initi-

ated legal action against the FCC. Broadband lobbying

groups have publicly stated an intention to file lawsuits

if states impose net neutrality rules, arguing that the

FCC possesses authority to pre-empt local laws.

These materials are provided for informational purposes

only and are not to be considered legal advice, nor do

they create a lawyer–client relationship. No person

should act or rely on any information in this article

without seeking the advice of an attorney. Information

on previous case results does not guarantee a similar

future result.
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Tomorrow’s Federal Register Publication of the End of Net

Neutrality” (10 May 2018) https://apps.fcc.gov/edocs_public

/attachmatch/DOC-350644A1.pdf.

privacy law bulletin July 2018 83



For editorial enquiries and unsolicited article proposals please contactAidan Fisher at aidan.fisher@LexisNexis.com.au

or (02) 9422 8908

Cite this issue as (2018) 15(5) Priv LB

SUBSCRIPTION INCLUDES: 10 issues per volume plus binder www.lexisnexis.com.au

SYDNEY OFFICE: Locked Bag 2222, Chatswood Delivery Centre NSW 2067

CUSTOMER RELATIONS: 1800 772 772

GENERAL ENQUIRIES: (02) 9422 2222

ISSN 1449-8227 Print Post Approved PP 243459/00067 This newsletter is intended to keep readers abreast of current

developments in the field of privacy law. It is not, however, to be used or relied upon as a substitute for professional

advice. Before acting on any matter in the area, readers should discuss matters with their own professional advisers. This

publication is copyright. Except as permitted under the Copyright Act 1968 (Cth), no part of this publication may be

reproduced by any process, electronic or otherwise, without the specific written permission of the copyright owner.

Neither may information be stored electronically in any form whatsoever without such permission.

Printed in Australia © 2018 Reed International Books Australia Pty Limited trading as LexisNexis ABN: 70 001 002

357

privacy law bulletin July 201884


